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ABSTRACT: Image preprocessing is the technique of enhancing data images prior to computational processing. 

Over the past two decades, studies of photographic images represented with multi-scale multi-orientation image 

decompositions (loosely referred to as “wavelets”) have revealed striking non- Gaussian regularities and inter and 

intra-subband dependencies. In this paper we propose a new fast and efficient method to remove noise. The propose 

method is Immerkaer’s method which denoise the image and filtering process (removing noise from images ) is done 

to remove noise using bilateral filter and Alpha trimmed median Filter. Bilateral filtering smooth's images while 

preserving edges, by means of a nonlinear combination of nearby image values. It is non-iterative, local, and simple. 

This method is fast and efficient method to denoise and has good quality output with high PSNR value. Here, the 

method first takes an input image which is a colour image and preprocessing of image is done to denoise. 

Preprocessing is one of the important processes in de-noising, it involves the following process removing low-

frequency background noise, normalizing the intensity of the individual particles images, removing reflections, and 

masking portions of images. 
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I. INTRODUCTION 
 

An image is an array or a matrix of square pixels (picture elements) arranged in columns and rows. In Image 

processing, the input is an image, such as a photo or video frame the output of image processing may be either an 

image or a set of features or parameters related to the image. The techniques for image-processing involve treating 

the image as a two-dimensional signal and then applying standard signal-processing techniques to it. Image 

processing generally refers to digital image processing, but visual and analog image processing are also possible. The 

acquisition of images (producing the input image) is referred to as imaging. Digital Image composes of finite number 

of elements (as picture elements or image elements or pels or pixels) each having a particular location and value. 

Pixel is the most widely used term for denoting the elements of the digital image. Image processing involves varying 

the nature of an image in order to either to improve its pictorial information for human interpretation or render it 

more suitable for autonomous machine perception. The image will have ranging from 1 to 256 each and the 

brightness values also ranging from 0 (black) to 255 (white). A digital image is a collection of a large array of 

separate dots, each of which has a brightness related with it. 

 

1.1 Modeling photographic images:  
 

We have applied the FoGSM model to subbands of a multi-scale image representation known as a steerable 

pyramid. This decomposition is a tight frame, constructed from oriented multiscale derivative operators, and is over 

complete by a factor of 4K/3, where K is the number of orientation bands. Note that the marginal and joint statistics 

we describe are not specific to this decomposition, and are similar for other multi-scale oriented representations. We 

fit a FoGSMmodel to each subband of a decomposed photographic image, using the algorithms described in the 

previous section. For precision matrices Qu and Qz, we assumed a 5 × 5 Markov neighborhood (corresponding to a 

5 × 5 convolution kernel), which was loosely chosen to optimize the tradeoff between accuracy and overfitting. 

The following figure 1 shows the result of fitting a FoGSM model to an example subband from the “boat” image (left 
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panel). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.1 Decomposition of a subband from image (left) into normalized subband u 
 

The subband is decomposed into the product of the u field (middle panel) and the z field (right panel, in the logarithm 

domain), along with model parameters Qu, μ and Qz (not shown). Visually, the changing spatial variances are 

represented in the estimated log z field, and the estimated u is much more homogeneous than the original subband 

and has a marginal distribution close to Gaussian.1 However, the log z field still has a non-Gaussian marginal 

distribution and is spatially inhomogeneous, suggesting limitations of FoGSM for modeling photographic image 

wavelet coefficients. 

 

The statistical dependencies captured by the FoGSM model can be further revealed by examining marginal and joint 

statistics of samples synthesized with the estimated model parameters. 

 

1.2 Image Noise: 
 

Image noise is random (not present in the object imaged) variation of brightness or color information in images, and 

is usually an aspect of electronic noise. It can be produced by the sensor and circuitry of a scanner digital camera. 

Image noise can also originate in film grain and in the unavoidable shot noise of an ideal photon detector. Image 

noise is an undesirable by-product of image capture that adds spurious and extraneous information. 

The original meaning of "noise" was and remains "unwanted signal"; unwanted electrical fluctuations in signals 

received by AM radios caused audible acoustic noise ("static"). By analogy unwanted electrical fluctuations 

themselves came to be known as "noise". Image noise is, of course, inaudible. 

The magnitude of image noise can range from almost imperceptible specks on a digital photograph taken in good 

light, to optical and radio astronomical images that are almost entirely noise, from which a small amount of 

information can be derived by sophisticated processing 

 

1.3 Image Denoising: 
 

Image denoising is an important image processing task, both as a process itself, and as a component in other 

processes. Very many ways to denoise an image or a set of data exists. The main properties of a good image 

denoising model are that it will remove noise while preserving edges. Traditionally, linear models have been used. 

One common approach is to use a Gaussian filter, or equivalently solving the heat-equation with the noisy image as 

input-data, i.e. a linear, 2nd order PDE-model. For some purposes this kind of denoising is adequate. One big 

advantage of linear noise removal models is the speed. But a backdraw of the linear models is that they are not able 

to preserve edges in a good manner: edges, which are recognized as discontinuities in the image, are smeared out. 

 

 

II. REVIEW OF LITERATURE 
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B. Karthik et.al proposes a concept Gaussian noise is added to the original image. Perform multiscale decomposition 

on the image corrupted by Gaussian noise using wavelet transform. For each level, the sub band is computed. For 

each subband compute threshold Apply soft thresholding to the noisy coefficients. Invert the multiscale 

decomposition to reconstruct the denoised image. 

Remzi Öten proposes a concept of Alpha-trimmed mean filters are widely used for the restoration of signals and 

images corrupted by additive non-Gaussian noise. They are especially preferred if the underlying noise deviates from 

Gaussian with the impulsive noise components. The key design issue of these filters is to select its only parameter, 

optimally for a given noise type. In image restoration, adaptive filters utilize the flexibility of selecting according to 

some local noise statistics. In the present paper, we first review the existing adaptive alpha-trimmed mean filter 

schemes. We then analyze the performance of these filters when the underlying noise distribution deviates from the 

Gaussian and does not satisfy the assumptions such as symmetry. Specifically, the clipping effect and the mixed 

noise cases are analyzed. 

David J. Field reveals the relative efficiency of any particular image-coding scheme should be defined only in 

relation to the class of images that the code is likely to encounter. To understand the representation of images by the 

mammalian visual system, it might therefore be useful to consider the statistics of images from the natural 

environment (i.e., images with trees, rocks, bushes, etc). In this study, various coding schemes are compared in 

relation to how they represent the information in such natural images. The coefficients of such codes are represented 

by arrays of mechanisms that respond to local regions of space, spatial frequency, and orientation (Gabor-like 

transforms). For many classes of image, such codes will not be an efficient means of representing information. 

However, the results obtained with six natural images suggest that the orientation and the spatial-frequency tuning of 

mammalian simple cells are well suited for coding the information in such images if the goal of the code is to convert 

higher-order redundancy (e.g., correlation between the intensities of neighboring pixels) into first-order redundancy 

(i.e., the response distribution of the coefficients). Such coding produces a relatively high signal-to-noise ratio and 

permits information to be transmitted with only a subset of the total number of cells. 

Wavelet-domain Hidden Markov Models (HMMs) have been recently proposed and applied to image processing, 

e.g., image denoising. In this letter, we develop a new HMM, called Local Contextual HMM (LCHMM), by 

introducing the Gaussian mixtureeld where wavelet coefficients are assumed to locally follow the Gaussian mixture 

distributions determined by their neighborhoods. The LCHMM can exploit both the local statistics and the intrascale 

dependencies of wavelet coefficients at a low computational complexity. 

 

III. PROPOSED SYSTEM ARCHITECTURE 
 

The following figure shows the architectural diagram of our proposed system.The natural scene image for text 

detection we give as input image. In imaging science, image processing is any form of signal processing for which 

the input is an image, such as a photograph or video frame; the output of image processing may be either an image or 

a set of characteristics or parameters related to the image. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 2 Proposed System Architecture 
Preprocessing images commonly involves removing low-frequency background noise, normalizing the intensity of 
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the individual particles images, removing reflections, and masking portions of images. Image preprocessing is the 

technique of enhancing data images prior to computational processing. Immerkaer’s method is one of the noise 

erosion methods using to reduce or eliminate the noise of an image or signal. It is a fast and furious to remove noise 

for an image. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 3 Immerkaer’s Process 
 

The bilateral filter is a nonlinear digital filtering technique, often used to remove noise. Such noise reduction is a 

typical pre-processing step to improve the results of later processing (for example, edge detection on an image). 

Bilateral filtering is very widely used in digital image processing because, under certain conditions, it preserves 

edges while removing noise. Bilateral filtering smooth's images while preserving edges, by means of a nonlinear 

combination of nearby image values. It is non-iterative, local, and simple. 

 

IV. EXPERIMENTAL RESULTS 
 

The following screenshots shows the experimental result of our proposed system. It is implemented using Matlab. 

 

The following screenshot 1 shows the original image. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Screenshot 1: Original color Image 
 

Next screenshot shows the processed image using preprocessing method. 
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Screenshot 2: Preprocessed Gray Scale Image 
 

After noise removing, the reformed image is given in the following screenshot. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Screenshot 3: Reformed Image 
 

Finally filtered output image is given the following screenshot. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Screenshot 4: Filtered Output Image 

V.  CONCULSION AND FUTUREWORK 
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In this paper, we evaluated the mixture Gaussian model of the image and processed in bilateral filter through 

Immerkaer’s method, to denoise the model. Parameters of the method filter out the blurred and connected 

components of pixels structure elements through this bilateral filter. This is achieved by Immerkaer’s algorithm 

which is efficient and fast denoising process. 
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